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Abstract—In this paper, we propose a novel multistage method
for three-dimensional (3-D) segmentation of medical images and a
new radial distance-based segmentation validation approach. For
the 3-D segmentation method, we first employ a morphological re-
cursive erosion operation to reduce the connectivity between the
region of interest and its surrounding neighborhood; then we de-
sign a hybrid segmentation method to achieve an initial result. The
hybrid approach integrates an improved fast marching method
and a morphological reconstruction algorithm. Finally, a morpho-
logical recursive dilation is employed to recover any lost structure
from the first stage of the multistage method. This approach is
tested on 12 CT and 3 MRI images of the brain, heart, and kidney,
to demonstrate the effectiveness and accuracy of this technique
across a variety of imaging modalities and organ systems. In or-
der to validate the multistage segmentation method, a novel radial
distance-based validation method is proposed that uses a global ac-
curacy (GA) measure. The GA is calculated based on local radial
distance errors (LRDE), where LRDE are calculated on the radii
emitted from points along the skeleton of the object rather than
the centroid, in order to accommodate more complicated organ
structures. The experimental results demonstrate that the pro-
posed multistage segmentation method is fast and accurate, with
comparable performance to existing segmentation methods, but
with a significantly higher execution speed.

Index Terms—Fast marching, local radial distance errors
(LRDE), medical image, morphological reconstruction, radial
distance-based validation (RDBV), segmentation.

I. INTRODUCTION

ONE of the basic problems in medical imaging is to pre-
cisely segment structures of interest from a huge dataset,

accurately represent them, efficiently visualize them, and per-
form measurements appropriate for diagnosis, surgery, and ther-
apy guidance, or other applications [1], [2]. The most current
segmentation algorithms applied to medical imaging problems
only detect the rough boundaries of the structures in two di-
mensions (2-D), and so do not satisfy the requirements of many
medical applications which require high accuracy. The con-
tinuing evolution of computer-aided diagnosis, image-guided
and robotically assisted surgery, mandates the development of
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efficient, accurate three-dimensional (3-D) segmentation proce-
dures.

Segmentation techniques can be divided into classes in many
ways [3], [4], according to different classification schemes; how-
ever, model-based and region-based techniques represent the
two main groups [5]. Model-based procedures include level set
methods (as well as fast marching methods) proposed by Osher
and Sethian [6] and the balloon method [7]. These techniques
are based on deforming an initial contour or surface towards
the boundary of the object to be detected. The deformation is
obtained by minimizing a customized energy function such that
its local minima are reached at the boundary of the desired struc-
ture. Some of these algorithms, such as the balloon method, are
generally fast and efficient, but they sometimes fail to find the
desired boundary for the following reasons.

� Since the stopping term of the deformation evolution de-
pends on the image gradient flow being approximately zero,
this often forces the contours to stop several voxels away
from the desired boundary. Thus, the active contour some-
times does not match the boundary of the structure accu-
rately, especially in regions with steep curvature and low
gradient values.

� Since a surface tension component is incorporated into the
energy function to smooth the contour, it also prevents the
contour from fully propagating into corners or narrow re-
gions. Increasing the number of sample nodes along the
contour can improve the situation, but at a significant in-
crease of computation time.

� The existence of multiple minima and the selection of the
elasticity parameters can affect the accuracy of the results
significantly.

Region-based algorithms include region growing [8], mor-
phological reconstruction [9] and watershed [10]. Since these
procedures are generally based on neighborhood operations,
they examine each pixel during the evolution of the edge, so the
results are usually very accurate. On the other hand, although
region-based algorithms are several optimized algorithms in the
literature [11], [12], they are generally computationally expen-
sive.

In this paper, we propose a new 3-D multistage segmenta-
tion method based on an improved fast marching method and
a morphological reconstruction, which performs the segmenta-
tion rapid and precise. A flow chart of our multistage method is
shown in Fig. 1.

In the development of segmentation algorithms, good valida-
tion techniques are essential. Several validation methods have
been proposed, for instance: similarity index (SI) [13], relative
difference degree (RDD), relative overlap degree (ROD) [14],
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Fig. 1. Flowchart of the multistage method. Step I: Reduce the connectivity
between the ROI and the neighboring tissues. Step II: Hybrid segmentation
phase. After the improved fast marching method is employed to prepare a good
initial seed, the morphological reconstruction is implemented. Step III: Recover
the data elements of the ROI lost in stage I.

root-mean-squared error (RMSE) [15], and the method pro-
posed by Chalana and Kim [16]. However, reliable validation
of segmentation methods is still an open question. Besides the
lack of acceptable gold standards, there are several challenges.

� Universality: A robust validation method should accom-
modate the variety of organ structures. Taking the RMSE
method for instance, it always fails in the complex-shaped
boundaries of the organ.

� Strictly monotony: The more accurate the segmentation
is, the better results should be measured by the validation
method. Some traditional validation methods, such as SI,
RDD and ROD, could not meet the requirement. We will
discuss this in Section IV-C.

� Synthesis: A good validation method should both
measure the local errors and the global error. Most
existing methods only provide a partial measure.

� Applicability: In addition to being theoretically ef-
fective, a good validation method should be easy to
implement for practical applications.

� Quantitative: The validation measure should produce
a quantitative measure of whether the segmentation
is acceptable or not, where the acceptable criteria
should be based on different application purposes.
The method proposed by Chalana and Kim [16] did
not build quantitative measures for image quality.

In this paper, we present a novel radial distance-based vali-
dation (RDBV) method that can quantify both the local errors
and the global accuracy between the segmented result and the
gold standard. Our algorithm addresses all of the challenges
described above.

The remainder of this paper is organized as follows: In Sec-
tion II, we present a brief review of improved fast march-
ing method and 3-D morphological reconstruction techniques,
while in Section III, we describe the proposed multistage seg-
mentation method. Then, we focus on the novel validation

method RDBV in Section IV. Experimental results are given
in Section V.

II. FAST MARCHING AND 3-D MORPHOLOGICAL

RECONSTRUCTION

A. Level Set, Fast Marching

The level set method [17] is an interface propagation algo-
rithm that represents a curve as the zero level set of a function
one dimension (1-D) higher than original. Instead of tracing the
interface itself, the level set method builds the original curves
(so-called front) into a level set surface φ (a hypersurface),
where the front propagates with a speed F in its normal direc-
tion. To avoid complex contours, the current front φ(x, y, t = i)
is always set at zero height φ = 0. Hence, the level set evolu-
tion equation for the moving hypersurface can be presented as
a Hamilton–Jacobi equation

φt + F |∇φ| = 0. (1)

The benefit of employing this “one-dimension-higher” con-
cept is that even though the front (zero level set φ = 0) can
become wildly contorted, the level set surface φ will always be
well behaved. All the complicated problems of contour breaking
and merging are easier to handle in the higher dimension. A full
discussion of these concepts is beyond the scope of this paper;
instead the reader is referred to [17] or Sethian’s web page.1

The level set method is designed for problems in which the
speed function can be positive in some places and negative in
others, so that the front can move both forwards and backwards.

The fast marching method [17] is a special case of the level set
approach. Suppose we now restrict the front to propagate with
a speed F , which is either always positive or always negative.
This restriction allows us to simplify the level set formulation.
If we assume T (x, y) to be the time when the curve crosses the
point (x, y), the surface T (x, y) satisfies an Eikonal equation
where the gradient of surface ∇T is inversely proportional to
the speed of the front F

|∇T |F = 1. (2)

The fast marching method is designed for problems in which
the speed function never changes the sign, so that the front is
always moving forward or backward and the front crosses each
pixel or point only once. This restriction makes the fast marching
approach much faster than the more general level set method.

However, sometimes the fast marching method results in an
overflow, because of noise along the edge of ROI [18]. To prevent
the front propagation from showing such behavior, we introduce
global information [19] about the front into the speed function.
Firstly, we define an average energy of the front Efront(t) as

Efront(t) =
1

Nfront

∑
(x,y ,z)∈Γ(t)

E(x, y, z) (3)

where Γ(t) is the zero level set of the level set function, N
presents the number of points along the contour and E(x, y, z)

1http://math.berkeley.edu/∼sethian/Explanations/level_set_explain.html
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is the image energy at (x, y, z)). In the image I(x, y, z)), it is
defined as

E(x, y, z) = −|∇Gδ ∗ I(x, y, z)| (4)

where Gδ is a 3-D Gaussian function with a standard deviation δ.
∇ represents a gradient operation. And Efront(t) is associated
with the energy of all the points in the front. We introduce
Efront(t) into the speed function F and redefine it as

F (x, y, z, t) = F (x, y, z) · exp(βEfront(t))

= F (x, y, z) exp


−β

1
Nfront

×
∑

(x,y ,z∈Γ(t))

|∇Gδ ∗ I(x, y, z)|


 , β > 0.

(5)

When most points along the front approach to the object
edge, Efront(t) becomes much smaller than 0, which results in
F (x, y, z, t) close to 0 to stop the front propagation. By changing
the speed function from F (x, y, z) to F (x, y, z, t), the front can
efficiently be prevented from overflowing.

In order to compute segmentation fast, we employ the im-
proved fast marching method in our multistage method to per-
form the initial propagation of a contour from a user-defined
seed to an approximate boundary.

B. 3-D Morphological Reconstruction

Mathematical morphology is a powerful methodology for the
quantitative analysis of geometrical structures. We employ the
standard technologies of recursive erosion, recursive dilation,
and morphological grayscale reconstruction. More details can
be found in [20] and [21].

We define a 3-D image f as a subset of the 3-D Euclidean
space (F ∈ R3) and a 3-D structuring element K ∈ R3. The
two basic operations can be defined as follows.

Dilation

D(m,n) = F ⊕g K

= max
[a,b]∈K

{F (m + a, n + b) + K(a, b)}. (6)

Erosion

E(m,n) = F ⊗g K

= min
[a,b]∈K

{F (m − a, n − b) − K(a, b)}. (7)

Recursive dilation, recursive erosion, and morphological re-
constructions [9] as defined below are based on two basic oper-
ations

Recursive dilation

(F ⊕i
g K)

{
F, if i = 0
(F ⊕i−1

g K) ⊕g K, if i ≥ 1 . (8)

Recursive erosion

(F ⊗i
g K)

{
F, if i = 0
(F ⊗i−1

g K) ⊗g K, if i ≥ 1 . (9)

Morphological reconstruction

Bi = (Bi−1 ⊕g K) ∩ |f |G (Bi ∈ R3, i = 1, 2, . . .). (10)

In the equation above, i is a scale factor and K is the basic
structuring element (e.g., 1 pixel radius disk). ⊕g denotes a dila-
tion operation in grayscale, and |f |G , represents the mask of the
operation, resulting from a threshold operation using a gray level
G by OTSU threshold which is a histogram analysis method.
The iteration in (10) is repeated until the difference measured in
pixels between Bi−1 and Bi is falling below some small user-
defined threshold value. In our experiment, the threshold value
is between 50 and 300, depending on the size of the dataset.
Since typical clinical 3-D data have millions of pixels, and the
choice of the stop threshold only has hundreds pixels in dif-
ference, even a threshold of 300 has almost no effect on the
accuracy of the result.

Morphological reconstruction is a very accurate method to
recover an object on a pixel-by-pixel basis.

III. MULTIAGE SEGMENTATION APPROACH

Although the improved fast marching method is computa-
tional fast, it does not accurately cover the desired boundary, as
described in Section II-A. Using the output of the improved fast
marching method as the initial seed, the morphological recon-
struction process is fast while maintaining its accuracy. Thus,
our multistage method can make full use of the speed of the
improved fast marching method, as well as the accuracy of the
morphological reconstruction approach.

As shown in Fig. 1, the procedure includes three stages.

Stage 1. Reduce the connectivity between ROI and the neigh-
boring tissues. Recursively erode the input 3-D image using
a structuring element base (e.g., a sphere with 1 pixel radius)
until the ROI is completely separated from the neighboring
tissues, as determined by the operator. In most cases, con-
nectivity between the ROI and the neighboring tissues may
be heavily reduced by using recursive erosion. However, in
the case that large areas between the ROI and the neighbor-
ing tissues are connected, recursive erosion is ineffective and
the traditional fast marching method overflows. In order to
make the multistage method robust, we had to improve the
traditional the fast marching as described in Section II-A.

Stage 2. Perform the hybrid segmentation. Initially, the fast
marching method is employed to quickly propagate the user-
defined seed to a position close to the boundary. Then taking
the output of the improved fast marching algorithm as the
initial seed, morphological reconstruction is used to refine
the initial seed as a “final check.”

Stage 3. Recover the lost data elements from stage 1. During
the recursive erosion in stage 1, parts of the object (usually
around the edges) are often eliminated. To recover these lost
components, the recursive dilation method is used. The recon-
structed object surface is dilated recursively using the same
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Fig. 2. Skeleton and radial construction. (a) Object (brain). (b) The curve
denotes the skeleton computed by distance mapping method. (c) Radius con-
struction. Black lines in (c) stand for the radials extended from a point along the
skeleton.

Fig. 3. LRDE. A particular radius ϕq intersects with S and G resulting in the
intersection points q and p, respectively. d denotes the LRDE along the ϕq. The
curve in the right figure stands for the skeleton of the object.

number of iterations as recorded in stage 1, which recovers
the object surface to the “original” position. We note that the
resulting image will in general not correspond exactly to the
“original” image, but be smoothed, because the erosion, fol-
lowed by dilation, corresponds to an “opening” operation. It
nevertheless removes most of the noise surrounding the de-
sired boundary. However, if we use a sphere with a 1-pixel
radius as the structuring element, and use a small number of
iterations to reduce the connectivity, the surfaces of smooth
convex structures may be recovered accurately.

IV. VALIDATION METHOD

A. Skeleton and Radial Construction

To compare the multistage method with the existing methods,
a novel RDBV method is proposed, where the radii are emitted
from the points along the skeleton of the object (Fig. 2).

We first calculate the skeleton of the object, using one of the
many skeleton algorithms available from the literature, includ-
ing manual extraction [22], topological thinning [23], distance
mapping [24], etc. In our validation method, we use the distance
mapping method to extract the skeleton, and then construct the
radii that extend from the points along the skeleton of the object.

As shown in Fig. 3, ϕ is a point along the skeleton. From
this point, we construct sufficient equispaced radii planes per-
pendicular to the skeleton line. Each radial line intersects the
surfaces of segmented region S, the corresponding ground truth
image G, with the intersection points q and p, respectively. As
shown in Fig. 3, we define d = ϕq − ϕp as the local radial dis-
tance error (LRDE). If we apply the radial construction method
to every point along the skeleton, we could obtain LRDE over
the entire surface region.

B. Framework of RDBV

Points along the skeleton are numbered in order as
φ0, φ1, φ2, . . . , φN −1, where N represents the number of points
along the skeleton. Furthermore, radial lines emitted from the
point φi are denoted as Ri0,Ri1,Ri2, . . . ,RiM −1, where M is
the number of radii emitted from φi , and the intersection points
on the surfaces S and G are presented as qi0, qi1, qi2, . . . , qiM −1

and pi0, pi1, pi2, . . . , piM −1, respectively. The choices of M and
N depend on the resolution of the origin 3-D data. Assume
the extent and the spacing of the data are (Ex,Ey ,Ez ) and
(Sx, Sy , Sz ), respectively. l denotes the length of the skeleton.
In our experiment, we define M and N as

N = l/min{Sx, Sy , Sz} (11)

M = t × max{Ex,Ey ,Ez} (12)

where t = 4, as at most four faces of the origin data solid could
intersect with the radii emitted from certain point.

Thus, the LRDE can be defined as

dij = φiqij − φipij , 0 ≤ i ≤ N − 1; 0 ≤ j ≤ M − 1.
(13)

We can define cij , which reflects the degree of under-
segmentation or over-segmentation along the direction of Rij

cij =
∣∣∣∣ dij

φipij

∣∣∣∣ , 0≤ i≤N − 1; 0≤ j ≤M − 1. (14)

Then, we place cij into one of following three categories:
� 0 < cij ≤ 1

k (local segmentation is considered accurate);
� 1

k ≤ cij < 2
k (local segmentation is not accurate);

� cij ≥ 2
k (local segmentation is unacceptable);

where k is a constant integer. After consultation with radiolo-
gists, it was concluded that cij ≤ 0.05 could be recommended
as an acceptable accurate local segmentation result, and thus k
may be set to a value of 20. We introduce the concept of global
accuracy (GA) that reflects the accuracy of global segmentation
and define it as

GA = NM


N −1,M −1∑

i,j=0

Li,j



−1

(0 ≤ i ≤ N − 1, 0 ≤ j ≤ M − 1) (15)

where the target function Lij (see Section IV-C) is defined as

Lij = λci j k , 0 ≤ i ≤ N − 1; 0 ≤ j ≤ M − 1. (16)

According to the definition of GA, we conclude that the higher
the value of GA is, the more accurate the segmentation. Since
Lij ≤ 1/k(0 ≤ i<N, 0 ≤ j<M) is considered as an accurate
segmentation, we can define GAt , the threshold value of GA,
as

GAt = NM


N −1,M −1∑

i,j=0

λk× 1
k



−1

= 0.65,

0 ≤ i ≤ N − 1; 0 ≤ j ≤ M − 1. (17)

Thus, segmentations for which GA ≥ GAt = 0.65 may be
considered as an acceptable segmentation in RDBV.
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Fig. 4. Evaluation of two typical segmentation results [(a) acceptable and (b)
unacceptable] based on the LRDE that is the distance between the gray and
black curves. In (a) and (b), the black curves stand for the contours of the “gold
standard,” while the gray curves denote the contours of the segmented results.
However, the simple total errors that may result are equal for both cases.

C. Advantage of Target Function Lij and its Coefficient λ

In the Section I, “strictly monotony” is mentioned as a chal-
lenge for a validation method and most of the existing validation
methods can hardly meet the criteria. That is to say, high local
error may result in a low global error in some special cases, such
as the next example.

As shown in Fig. 4, two different segmentation results are
depicted. Fig. 4(a) shows a result that is clearly superior to that
in 4(b), since the latter one has significant local errors, which
always means some parts of the object boundary are lost. In
this case, because the simple total errors may be equal, it is
possible for traditional validation methods, such as SI, to return
an acceptable result, even if the segmentation is clearly in error.
The RDBV, on the other hand, can distinguish these cases by
introducing the target function Lij and its coefficient λ.

In GA, we design a target function Lij = λci j k to penal-
ize (enlarge) local significant inaccuracy. Meanwhile, the target
function should satisfy the following conditions:



dLij

d(cij k)
<1, 0 ≤ cij < 2

k

dLij

d(cij k)
= 1, cij = 2

k , 0 ≤ i≤N − 1; 0≤ j ≤M − 1

dLij

d(cij k)
> 1, 0.2 > cij > 2

k .

(18)

From dLij /d(cij k) = 1, cij = 2/k, we get an equation in λ

ln λ × λ2 = 1. (19)

From which we conclude λ = 1.54.
The advantages of the target function are described as fol-

lows.
� 0 ≤ cij ≤ 2

k : Local segmentation is regarded as accurate
or acceptable. (As shown as dotted curve in Fig. 5, the
curve of the target function Lij is nearly flat). This will
gradually increase the weight factor to the GA.

� 2
k <cij : Target function changes quickly with the increas-
ing of the combined variable cij k (shown as a solid curve
in Fig. 5). By strongly increasing the weight factor, this
can penalize the inaccuracy to an unacceptable extent.

Fig. 5. Target function Lij (k = 20) is designed to penalize the significant
inaccuracy in RDBV.

Based on this penalized-inaccuracy target function, the pro-
posed RDBV can distinguish the segmentation results presented
in Fig. 4.

V. EXPERIMENTAL RESULTS

A. Software and Source Data

Our segmentation environment, “TkSegmentation,” was writ-
ten in Python, and extensive uses the visualization toolkit
(VTK)2 and insight toolkit (ITK)3 classes, which provided
the implementations for the algorithms of fast marching, mor-
phological reconstruction, watershed and the our multistage
method. In our experiment, the watershed is interactive with
a top-down gradient descent strategy [25].

In order to test the robustness and universality of our mul-
tistage method, our source data cover different modalities and
different typical organs in the human body including the brain,
heart and kidney.

In our experiments, we used three different MRI scans of the
brain. One of the three brain MRI datasets is the standard CJH27
181× 217× 181 voxel image volume derived from an average
of 27 T1 weighted images of a normal brain [26] and its gold
standard is available.4 This gold standard could be used directly
in the validation. To cover different modality, the other two
T2 weighted neurological MRI datasets are 256× 256× 124
volumes. Cardiac segmentation is very difficult because of its
complex structure. Our source data includes one group of canine
CT datasets. The data contain a dynamic volume, acquired with a
gated acquisition technique on an 8-slice GE helical CT scanner,
consisting of 86 slices at each of ten equally spaced snapshots
during the cardiac cycle. The images were each 512× 512 pixels
(0.35 mm× 0.35 mm), with an axial spacing of 1.25 mm. Two
CT datasets were used in the kidney example and they are both

2www.vtk.org
3www.itk.org
4http://www.bic.mni.mcgill.ca/brainweb/
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Fig. 6. Examples of segmented brains. (a) Source Data (CJH27). (b)–(d) The
segmentation results of fast marching, the multistage method, and the watershed,
respectively.

comprised of 417× 175 (0.35 mm) 2 pixels per slice, and 101
slices equispaced with 1.25 mm.

We applied our multistage segmentation method to all of the
15 volume datasets. A 2-GHz Pentium-4 PC, 512-MB mem-
ory desktop computer running Windows-XP was employed to
run the segmentation. All the brain images, three of the heart
datasets, and both the kidney volumes were employed in the val-
idation. The results of these experiments are described below.

B. Case Study

1) Brain Images: We applied our algorithm to one T1 and
two T2 weighted MRI head scans, comparing with the fast
marching method, morphological reconstruction, and water-
shed. In general, watershed and our multistage method, as well
as morphological reconstruction, can segment the ruga of the
cortex well [Fig. 6(c) and (d)], while fast marching could not
deal with this kind of data accurately [Fig. 6(b)].

Tables I and II show the quantitative accuracy employing
RDBV and the computing cost of the segmentation result, re-
spectively. The multistage method requires 20 s more than the
fast marching method, but it achieved a better GA measure of
0.830 averagely; it is also approximately three or four times
faster than the morphological reconstruction with similar accu-
racy. Among all these methods, watershed is regarded as the
most accurate with a GA of 0.883 in average. However, its com-
putation time is about four to six times more than our multistage
method (Table II). Moreover, the high accuracy of watershed de-
pends on more human interactions and experience on anatomical
structures in the final merging stage.

2) Heart Images: One dynamic CT scan of a beating heart,
containing ten individual volumes throughout the cardiac cycle,
was used in this study. These images were segmented individu-

TABLE I
GA MEASURE OF THE FAST MARCHING, MORPHOLOGICAL RECONSTRUCTION,
PROPOSED MULTISTAGE METHOD, AND WATERSHED ON TESTING DATA SETS

TABLE II
COMPUTING COST IN SECONDS OF THE FAST MARCHING, MORPHOLOGICAL

RECONSTRUCTION, PROPOSED MULTISTAGE METHOD, AND WATERSHED ON

TESTING DATA SETS

ally. The segmentation of a beating heart is more difficult than a
brain due to the more complex anatomy, as well as the presence
of the artifacts and nonisotropic image resolution, but our mul-
tistage method handled the data in a robust manner, in spite of
such potential problems. Besides, there are always some con-
nections between heart and some other tissues, which lead to
oversegmentation. The first stage of our algorithm is designed
to solve this problem and it actually worked out as expected on
the heart (Fig. 7).

The average segmentation time for the ten volumes is 131.1 s
(Table II), which is longer than for the brain, due to the addi-
tional time required to segment the blood vessels. However, if
the blood vessels are removed early in preprocessing, compu-
tation time is reduced considerably. Fast marching could not
handle the connections and blood vessels very well, while wa-
tershed is adept on them [Fig. 8(II)], but more interactions are
involved. The multistage method, as well as the morphologi-
cal reconstruction, can avoid large areas with significant local
error [Fig. 8(II)]. According to the metric of GA (Table I), we
achieved similar trends as we had in the brain study.



746 IEEE TRANSACTIONS ON INFORMATION TECHNOLOGY IN BIOMEDICINE, VOL. 10, NO. 4, OCTOBER 2006

Fig. 7. Examples of two of the ten segmented heart volumes in a cardiac
cycle. (a) Original dataset shown as a volume rendering. (b) Diastolic phase.
(c) Systolic phase.

Fig. 8. LRDE distribution in segmentation results of the (a) fast marching,
where color scale stands for LRDE, (b) morphological reconstruction, (c) mul-
tistage method, and (d) watershed on brains (I), hearts (II), and kidney (III).

3) Kidney Images: For the kidney example, we employed
two CT datasets to test our approach. At the second stage (hy-
brid segmentation as illustrated in Fig. 1), we initiated the pro-
cedure using three seeds in each kidney to accelerate the pro-
cessing. After the process was initiated, the resulting fronts in
both kidney regions propagated independently and concurrently.
As kidney’s structure is simpler, the advantage of the multistage

Fig. 9. Examples of the segmented kidney. (a) Source image. (b) A pair of
kidneys segmented by the multistage method.

method over watershed is more obvious. The average GA values
of our multistage method and watershed are 0.919 and 0.980,
respectively, which reflects that our method is only slightly infe-
rior to the watershed in accuracy, while our multistage method is
five times faster than the watershed (Tables I and II). Moreover,
the multistage method can easily segment the two kidneys si-
multaneously from the 3-D image (Fig. 9), where the traditional
morphological reconstruction method is struggling.

In conclusion, our multistage method improves the fast
marching significantly in accuracy when keeps a high perfor-
mance. Meanwhile, it is more repeatable and significantly re-
duces computing cost (around five times) with minor loss in
accuracy compared to watershed. Moreover, its advantage over
morphological reconstruction is also the much faster speed and
simultaneity in segmenting different human parts, such as the
left and right kidneys.

VI. CONCLUSION

We have presented a new, fully 3-D, reliable segmentation
approach for visualization using a fast multistage method. Al-
though it is slower than the fast marching method, it offers sig-
nificantly improved accuracy. Compared to the morphological
reconstruction and watershed it is superior in means of com-
puting cost while maintaining a high accuracy. The approach
takes advantage of the speed and accuracy of both model-based
and region-based segmentation methods. It was tested on fifteen
3-D image volumes in a variety of application studies and im-
age modalities. Meanwhile, a novel validation method (RDBV)
was proposed to improve measurement of segmentation results
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using both local and global information. Quantitative validation
demonstrated an average value of GA over different kinds of
organs (as measured by RDBV). As the future work, we plan to
get more segmentation results performed manually by multiple
experts, as the gold standard is still manual segmentation by
an expert. A histogram of LRDE could help to understand our
validation method better.
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